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Motivation

Furthest answer

L<BAI

Initial goal: ldentify the item having the highest averaged return.

Problem: When the two best items have highly similar averaged return, the num-
ber of samples required to differentiate them is large.

Corrected goal: Identify one item which is e-close to the best one (¢-BAl).

Challenge: Multiple correct answers.

Problem Statement

Transductive linear Gaussian bandits:
e arm a € K, finite subset of R,

e answer z € Z, finite subset of R¢,
e unknown bounded mean parameter, . € M C R,

At time ¢, pull a; € K and observe X;"* ~ N ({u, as), 1).
Goal: Identify one e-optimal answer, z € Z_(u) with £ > 0.

Two notions of e-optimality:
e additive, 2244 (y) = {2z € Z: (u,2) > max,cz(u, z) — €},

e multiplicative, Z2 () = {z € Z : (u,2) > (1 — ) max,cz{u, 2) }.

Greedy answer, z*(u) = argmax, . z (i, z), unique correct answer in BAI (¢ = 0).

ldentifying z as an s-optimal answer is equivalent to rejecting its alternative.

? How to choose among the set of e-optimal answers ?

Furthest answer: zx(u) is the e-optimal answer for which its alternative is the
easiest to reject by using an optimal allocation over arms wg(u).

arg max inf —H,u AT

(zr (1), wr(p)) =
(z,w)EZ (W)X Ak AE-ez 2

Assumption: unique furthest answer, i.e. |zp(u)| = 1.

Numerical simulations: z; = u = (1,0), 2o € Z™ () and 23,24 € Z \ Z2Y ().
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Figure 1: (a) Proportion of zr (1) ¢ 2*(u). (b) Ratio between T™u! (1) and the value at z* (u).

Adapting any BAI algorithm for =-BAl

Input: Z-oracle £Z and learner £* on A .
Pull once eacharma € K, set ng = K and W,,, = 1g;

For ¢ >ng+ 1
Get z; € zp(te—1, Ne—1);

If (1) holds for z; then return z;;

Get (zt,wt ) from £% x L£K;

Let w; = %ﬁ + (1 — ;) wflc and Wy = Wi_1 + wy;

Closest alternative: \; € argminyg_, -, |1 — All3,
Optimistic gains: Va € K, U = (||pe—1 — Mtllaar + \/62”_1)2;
(1= §){w, Uy);

— Wg, observe X,";

~eed £ with gain g, (w) =

Pull a; € argmin, o N

Theorem 1. Let £* with sub-linear regret (e.g. AdaHedge) and LZ returning
Z € zr(e—1). Using (2) as stopping threshold 5(t, ), Le BAl yields an (¢,0)-PAC
algorithm and, for all © € M such that |zp(p)| = 1,

. E, [75]
1 M
Y50 In(1/0)

Efficient heuristic: £ uses z; = z;.

< Te(p)-

(¢,6)-PAC identification strategy

Fixed-confidence setting, 6 € (0,1). Three rules:
e sampling rule, a; € IC,

e recommendation rule, z; € Z,
e stopping rule, 75.

Requirement: (¢,0)-PAC, P, |75 < 400, 2, ¢ Z:(1)] < 9.

Objective: Minimize E,[7;5].

? What is the best one could achieve ?

Degenne and Koolen (2019): For all (¢, §)-PAC strategy, for all u € M,

lim inf E [T(S]

5—0 In(1/9) = Te(n)

where the inverse of the characteristic time is

max max _inf —H,u AT

To(u)~t =
g(,u) 2€Z.(u) WEAK NE—cz 2

Alternativeto z € Z: ~.z={ e M :z2 ¢ Z_(\)}.

Ag simplex, Vi, = > . w®aa’ design matrix with norm || - ||y,

? How to stop to obtain an (&, 9)-PAC strategy ?
GLR stopping rule: Given z; € Z_.(u:—1), Stop when

inf (1 — AT, > 28(—1,0), (1)

AE—e 2y
where Nf | =30 Lra oy, iem1 = V' 3002 X% a, and
B(t,6) =2KIn(4+1In(t/K))+ KC% (In(1/6) /K) , (2)
with C9¢ () ~ x + In(x), see Kaufmann and Koolen (2018).

? Which z; € Z.(u:—1) should we recommend to stop as early as possible ?

Instantaneous furthest answer: c-optimal answer with highest GLR

2p(pe—1,N¢—1) = argmax inf

lpe—1 = Ay, -
2EZ, (,ut 1))\ e 2t VNt—l

Other choices are inefficient: greedy (samples) or furthest (computation) answers.

? How to modify any BAI algorithms to be (¢, 9)-PAC ?

use GLR stopping rule with z; € zp(ui—1, Ni_1),
keep the sampling rule unchanged.

10% lower empirical stopping time when using zg(u¢—1, Ny —1) instead of 2*(u;_1).

Experiments

Hard instance with X = Z: z; = 4 = (1,0), 29 = (0,1), 23 = (cos(¢1),sin(¢1)),
zg = (cos(¢a),sin(¢2)) where (¢1,¢2) = (750:, 160:), 0. = arccos(l — ¢) and
e = 5%.
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Figure 2: Empirical stopping time at § = 1% (star equals mean) for (a) modified BAI algorithms
(add) and (b) heuristic LeBAI (mul). “-G” is 2z € z*(ut—1). “-O” is the e-gap stopping rule with

zt € 2% (pe—1).

Conclusion

1. Don’t choose greedily: aim at identifying the furthest answer |
2. Simple procedure to adapt your favorite BAI algorithm to e-BAl.

3. LeBAl, asymptotically optimal and empirically competitive.




